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1. BBEJIEHHUE

Hacrosinmiee pyKOBOACTBO OIMCHIBAE€T NPOLIECC YCTAHOBKA W HACTPOUKH

PMControlling xCharts (nanee taxxe I10).

Ha6op koMIoHEeHTOB:

pmdatabase-redis

baza manneix Key/Value.

XpaHuauiie Keu-gaHHbIX

xcharts

WEB-npunoxenue

xcharts-worker-beat

[InanupoBIIKK 337124

xcharts-worker

DOoHOBBIN 00PA0OTUHK JUTUTEIBHBIX 3a7a4

2. TPEBOBAHUA K BUPTYAJIBHON MAIIIMHE

Jns yeranoBku PMControlling xCharts morpeGyercst BupTyanbHasi MalinHa C

Kubernetes wnnmm obsieruenHodt Bepcuerr k3s. HeobGxomauMo mpeaBapHTEIbHO

ycranoButh CYB/] Postgres Professional, NGINX Ingress Controller, HELM client.

Pexomennyemble annapaTtHble TpeOOBaHHUS

1. He menee 16 16 onepaTUBHON NaMSTH;

2. He menee 50 gb pa3aen xecTKOro qucKa;

3. He menee 4 vCPU.

ANTOpUTM pacuera anmnapaTHbIX TpeOOBaHUM:

1. 4 aapa;

2. W3 pacuera 25 nmonw3oBareneit Ha 1 aapo Juist pacuIupeHus;

3. 4T'b noctymHoii mamsaTy Ha 1 SAPO CHUCTEMBI.

[HopnepxxuBaembie OC:

*nix, Windows (Win2012 R2 u 6onee mo3aaue), B tom uncie PEJ] OC 7.2, Astra

Linux (Open), OC POCA unu 6oiiee no3aHue.

[TognepxuBaeMbie BeO-Opay3ephi:

Mozilla Firefox (94 u crapmie), Microsoft Edge (98 u crapmie), Apple Safari

(15,4 u crapme), Google Chrome (98 u crapme), Aunekc bpaysep (22.9.3.82 u

cTapiie).
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3. HACTPOHUKA BUPTYAJIbHOW MAIIMHBI C K38

B aTom pasnere onucaHa HacTpoliKa BUPTyaJIbHOM MamnHbl ¢ K3S 11 3amycka
nporpammuoro ooecrneueuauss PMControlling XCharts.

J1J1s1 KOpPEKTHOTO BBIMIOJIHEHUSI HHCTPYKIUU Ha BUPTYaIbHOW MallluiHE JOJKEH
OBITH 1OCTYNl B UHTEpHET. Habop KOMaH/ BBIMOJIHSIETCS OT UMEHHU aJIMUHUCTpaTOpa

CHCTCMBEI.

3.1. ¥Ycranoska k3s

CkauaTh U 3aIlyCTUTh CKPUNT yCTaHOBKH K3S ¢ oduIManbHOTO caiTa:

curl -sfL https://get.k3s.io | sh —

[Tociie OKOHYaHHS YCTAaHOBKH BBIITOJIHATH TPOBEPKY KOMAHIOM

k3s kubectl get nodes

PesynbraT npoBepku — ycnenHsiii 3amyck K3s co cratycom Ready.

Jlis ymoOcTBa CKOMMPYEeM KOH(PUIYypaluio MOAKIoYeHUs K3S B KaTtaior
aJIMHHHCTPATOPA.

cp /etc/rancher/k3s/k3s.yaml ~/.kube/config.

3.2. ¥YcranoBka HELM client

CkayaTh ¥ 3aIyCTUTh CKPHUNT YCTAaHOBKH C O(UIIMATLHOTO CalTa!

curl -fsSL https://raw.githubusercontent.com/helm/helm/main/scripts/get-helm-
3 | bash.

[Tocne okoOHYaHUS YCTaHOBKH BBITIOJIHUTH MPOBEPKY KOMaHIOM:

helm version.

Pesynbrar mpoBepku — YCIENIHBIM BBIBOJ Bepcuu yctaHoBieHHoro HELM

client.

3.3. ¥YcranoBka NGINX Ingress Controller
OTtkroyaem npeaycranoBieHHbIN B kK3s Traefik:
sudo touch /var/lib/rancher/k3s/server/manifests/traefik.yaml.skip
sudo systemctl restart k3s && kubectl -n kube-system delete helmcharts.helm.cattle.io

traefik --ignore-not-found.
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Ycranorum Ingress Controller uz opunmansaoro helm pemosurtopust:
helm repo add ingress-nginx https://kubernetes.github.io/ingress-nginx && helm repo
update
helm upgrade --install ingress-nginx ingress-nginx/ingress-nginx \

--namespace ingress-nginx --create-namespace \

--set controller.kind=DaemonSet \

--set controller.hostNetwork=true \

--set controller.hostPort.enabled=true \

--set controller.daemonset.useHostPort=true \

--set controller.service.type=ClusterIP \

--set controller.metrics.enabled=true \

--set-string controller.config.use-forwarded-headers=true \
--set controller.config.allow-snippet-annotations="true" \

--set controller.config.annotations-risk-level="Critical".

[Tociie OKOHYAHHS YCTAHOBKH BBIITOJIHUTD IIPOBEPKY KOMAaHOM
kubectl get po -A | grep nginx.
PesyabTar npoBepku — ycnemnsiii BeiBoa moga ¢ NGINX Ingress Controller B

coctosiHuu Running.

3.4. YcranoBka Postgres Professional

[TopkmrounTe pENoO3UTOPUM  MMAKETOB, IPEAHA3HAYEHHBIM JUIs  Balleu
ONEPAllMOHHOM  CHCTEMBbI, MPEAOCTABICHHBIM  CHEHHAJIUCTOM  TEXHUYECKOU
noanepxkku Postgres Pro.

YcranoBure naket postgrespro-std. IIpu 3ToM M0 3aBUCUMOCTSIM yCTaHOBATCS
Bce TpeOyeMble KOMITIOHEHTHI, OyIeT co3aHa 0a3a JaHHBIX M0 YMOJIYAHUIO, 3alyIIeH
cepBep 0a3 JaHHBIX U HACTPOEH aBTO3aIyCK CepBepa MpHU 3arpy3Ke CUCTEMBI, a BCE
MIPENOCTABISIEMbIE POTPAMMBI CTaHYT NOCTyNHbIMU B Iyt PATH.

ITocne okoHuaHus YCTaHOBKH BBIIIOJIHUTH IIPOBCPKY KOM&HI[OIZ:
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psql —version.
Pe3ynprar mpoBEepKM — YCIELIHBII BBIBOJ BEpPCHM yCTaHOBJIEHHOro Postgres

Professional.

4. YCTAHOBKA U HACTPOMKA PMCONTROLLING XCHARTS

Hnst  ycranoBku PMControlling xCharts neoOxoaumo mepeHecTd Ha
BUPTyabHy0 MamiuHy ¢ K3s apxuBsl docker-oopaszos PMControlling XCharts, helm
4apThl KOH(DUTYpAIUH.

HeoOxomumo cosgats dns-3ammch st Web-npunoskenuss PMControlling
xCharts.

4.1. Co3nanue 0a3 JaHHBIX
[Monxmrounthest k Postgres Professional u co3mate myctyro 0a3y HaHHBIX C
yKa3aHHEM BJIaeiblia.

CREATE DATABASE xcharts WITH OWNER $user;

4.2. 3arpy3ka aokep-o0pa3oB

Cosznath kaTaior: /opt/images.

HeoOxomumo pa3zapxuBupoBaTh images.tar.gz B kataor /opt/images

tar -xvf images.tar.gz -C /opt/images.

[Tepeiitn B katajor: /opt/images u BBIOIHUTH KOMaHy UMITOpTa 00Pa30B.
find . -type f -exec ctr -n k8s.io image import {} \;

IIpoBepka:

crictl image Is

Pesynbrat mpoBepKH — yCIENIHbIN BBIBOJI CITUCKA 3arpykeHHbIX B 10 00pa3oB.

4.3. Hacrpoiika TLS
Coszmaaum B K3s namespace demo
kubectl create ns demo.

s paboter ingress kubectl web-npuinoxxenuit  PMControlling xCharts
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HOTpe6y€TCH cOo34aTb secrets c CepTI/I(I)HKaTaMI/I, BaJIMAHBIMU 1JId JOMCHOB
IMPHUIIOKCHUA B CCTU 3aKa34HKa.
Brimonuutk u3 katanora c¢ daitiamu ceptudukara:
kubectl create secret tls csru-secret \
--cert=file.crt \
--key=file.key \
-n demo
[IpoBepka:
kubectl get secret -n demo
Pe3ynbTaT npoBepKku — yCHEMHbIN BBIBOJI CO3JAHHOTO CEKPETa C UMEHEM CSIU-

secret.

4.4. 3anouHeHue nepeMeHHbIX s helm wapr
Heo6xoaumo pazapxuBupoBats helm.tar.gz B xaramor /opt/.
daiin /opt/helm/values.yaml coxepxut mnepeMeHHbIC, HEOOXOIUMBIC JIJIs
koppektHoro 3amrycka PMControlling xCharts, B Tom urciie mapaMeTpsl MOAKITFOUCHHUS
K Oa3e maHHbIX, redis u dns-ums s web-npunoskenus.
OTtpenaktuposath ¢aiin /opt/helm/values.yaml.
B 61oke superset_app: host: 3anomHuTh NS KM 171 BEO MPHITOIKECHUS.
B Onoke database 3amojHHTH mapamMeTphl MOAKIIOUEHHS K paHee CO3IaHHOMN
0a3e JaHHBIX:
db: xcharts
host:
user:
password:
port:

4.5. Ilpumenenue helm yapra
[locne BHeceHUsi TEPEMEHHBIX [UJIsl 3allycka KOHTEHHEpOB HEOOXOAMMO

npuMeHuTh helm gapr.
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helm upgrade --install xcharts /opt/helm/ -n demo.

IIpoBepka:

kubectl get po -n demo.

PesyabTar mpoBepku — ycremHblii BeiBog moxoB PMControlling xCharts B
cocrostHrH Running.

[IpoBepka:

kubectl get ingress -n demo.

Pe3ynbraT npoBepKu — yCIHEIIHbINA BBIBOA INGreSs € moxy4eHHbIM |P agpecom.

5. BXO/J B ITO
s Bxoga B IO HeoOXoauMo OTKpHITH Opay3ep W mepedTd Ha dns-ums,
ykasanHoe B helm yapre st cepBuca superset_app: host.

B oTkpbIBIIEMCS] OKHE BBECTH JIOTHH M MApOjIb YIeTHOH 3amucu (admin/admin)

.’Jt Hawéopabl [unarpammbi [aTtaceTbl SQL - HacTpoiiku =  <]Bxof B cuctemy

I[I,OCJ)DO no)xasnoBaTb B AHa/IMTUYeCKoe MpuioXxeHume

Pucynox 1 Bxox B PMControlling xCharts

[Tocne aBTopm3aru oroOpasutcs riaBHas ctpanuiia PMControlling xCharts

(PucyHok 2).
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